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Abstract

Y.1413 defines network interworking of low-rate TDM (T1,E1,T3,E3) over MPLS networks. At the last meeting it was decided to open a new work item in Q3 to study OAM aspects of TDM-MPLS interworking (which we dub Y.17tdm). However, questions were raised as to whether it is worthwhile studying this subject. This contribution addresses the two main concerns that have been raised.
The Questions

Two concerns have been raised regarding TDM-MPLS OAM interworking:

1. It is claimed that the only correct way of transporting TDM over MPLS is as a bit stream, and hence all TDM OAM messages should be transparently relayed. Hence there are no open issues to be discussed.

2. It is claimed that we are not interested in elevating interworking LSPs to full-blown layer networks, and hence no OAM messages should be defined at the interworking LSP level.

We discuss these issues in the following sections.

Structure-agnostic vs. structure-aware transport

Surprisingly, it has turned out that the most controversial aspects of Y.1413 have been the following definitions in clause 3:

Structured TDM: TDM with any level of structure imposed by a FAS (Frame Alignment Signal), such as that defined in [3], [4], [5], or [6].

Unstructured TDM: A TDM bit stream with no structure imposed, so that all bits are available for user data.

Structure-Agnostic Transport: Transport of unstructured TDM, or of structured TDM when the structure is completely disregarded by the transport mechanism. Structure-agnostic transport maintains the precise bit sequence of data and any structure overhead that may be present. The encapsulation provides no mechanisms for the location or utilization of a FAS.

Structure-Aware Transport: Transport of structured TDM taking at least some level of the structure into account. In structure-aware transport it is not required to carry all bits of the TDM bitstream over the MPLS network; specifically, FAS may be stripped at ingress and regenerated at egress.
As we can see Y.1413 carefully distinguishes between structure of the TDM being carried, and the exploitation of this structure in its transport. This has been the source of confusion for those familiar with AAL1 terminology, which blurs this distinction, called the transport “unstructured” or “structured”, implying that structured TDM is always transported in a structure-aware fashion.

Moreover, the idea of exploitation of TDM structure has been called into question. The idea that both structure-agnostic and structure-aware transport may be required is certainly not a new idea. In fact, it has used in all mechanisms for transporting low-rate TDM defined to date.

When transporting low-rate TDM over SONET/DSH we find that both asynchronous and byte-synchronous modes are defined (the bit-synchronous mode is not discussed here). 

Asynchronous transport of an E1 in a VC-12 is defined in G.707 clause 10.1.4.1. Each 500 s superframe contains 1023, 1024, or 1025 bits of arbitrary TDM data. This is precisely structure-agnostic transport as the mapping ignores any E1 framing that may exist. Clauses 10.1.4.2 and 10.2.4.3 of G.707 detail the mapping of 30 or 31 timeslots from an E1 in a VC-12. Here the timeslots are aligned based on the E1 framing, and the 500 s superframe contains the timeslots from precisely four E1 frames. This is structure-aware transport of the E1 content.

Asynchronous transport of an T1 in a VC-11 is defined in G.707 clause 10.1.5.1. Each 500 s superframe contains 771, 772, or 773 bits of arbitrary TDM data. This is precisely structure-agnostic transport as the mapping ignores any T1 framing that may exist. Clause 10.1.5.1 details the mapping of 24 timeslots from a T1 in a VC-11. Here the timeslots are aligned based on the T1 framing, and the 500 s superframe contains the timeslots from precisely four T1 frames. This is structure-aware transport of the E1 content.

There is a difference between byte-synchronous SONET/SDH transport and the structure-aware transport of Y.1413. Y.1413 specifically states that FAS may be stripped at ingress, while G.707 explicitly transports the E1 timeslot 0 and the T1 F bits. However, this difference is not a firm one. Clause 10.1.4.3 of G.707 does not require transfer of timeslot 0, leaving it as an option; and while the other clauses mandate the carrying of the overhead, it is implied that this is done mainly in order to ensure transport of data services (e.g. FDL for T1 and S bits for E1). In fact, the corresponding ANSI SONET document T1.105 explicitly states (section 12.1.1.3)

   If the S or F bits are not used in an application, then they should be set to 0.
On the other hand, while Y.1413 allows stripping of FAS, nowhere is this required. Hence, it is valid for the structure-aware mode to carry timeslot 0 of an E1, and this is indeed common when S-bits are used.

The other common method of transporting low-rate TDM, ATM Forum af-vtoa-0078.000 (1997) Circuit Emulation Service (CES) 2.0, defines an unstructured service for transporting E1/T1 over ATM, and a structured service. The structured service has two sub-modes, a basic service and one for support of CAS signaling. Once again structured and unstructured services correspond to structure-agnostic and structure-aware transport.

Unfortunately, af-vtoa-0078.000 is not completely consistent in its treatment of structure overhead.

Section 2.1.5 states:

(CR-1) For DS1, the CES IWF shall terminate the Facility Data Link as specified in ANSI

T1.403-1995.

(CR-2) DS1 Performance-related information from T1.403-compliant FDL messages shall

be stored in the IWF’s MIB, as described in Section 8.

And similarly 2.1.6 states:

(R-16) For DS1 using ESF, the IWF must terminate Bit Oriented Messages for Yellow

Alarms and loopback as described in T1.403.
These statements imply that even for unstructured service the overhead must be monitored and perhaps modified.

On the other hand, for structured transport, AAL1 always strips overhead. In fact, for an E1 with CAS, af-vtoa-0078.000 requires removal of timeslot 16 (e.g. see table 2-1 where a full E1 requires 495 octets = 16*30+ 15) and forbids monitoring of robbed bits in a T1 (see CR-5 under that table).

In conclusion, we see that both SONET/SDH and ATM contain structure-agnostic and structure-aware modes of transport for low-rate TDM, although they may use different terminology. By default SONET/SDH separates structure overhead in structure-aware mode, but transports it, but the overhead may be omitted. ATM always strips structure overhead in structure aware mode. By default Y.1413 strips overhead, but may carry it.

So structure-aware transport has been used in the past. For TDM transport over MPLS structure-aware transport becomes essential. With SONET/SDH transport, there may be errored data, but data is never lost. For ATM networks, cell loss occurs, but affects only a small amount of data (e.g. 47 octets). Packet loss for MPLS networks potentially affects large stretches of TDM data, and thus may cause frequent synchronization failures that TDM end networks are not designed to withstand. In many cases the data loss itself may be concealed by various techniques, such as those discussed in the Y.1413 implementor’s guide; but loss of synchronization may cause TDM equipment outage that typically leads to 10 second wait before attempting full resync. Such behavior would be catastrophic to deployment of Y.1413 over real MPLS networks.

Interworking LSP OAM

The reticence of network designers to support adding network layers is understandable. Each layer network requires its own protocols, interworking functions, provisioning, maintenance entities, etc. However, once one is forced into defining a layer, it is best to ensure that all require functionality is present.

It has been realized for some time that the definition of interworking LSPs inside transport LSPs fulfills a market need, and these are already being deployed on a large scale. Four ITU-T recommendations, namely X.84, Y.1411, Y.1413, and now Y.1413 detail mechanisms for transporting legacy services over MPLS using interworking LSPs.

The interworking LSP in the MPLS world is entirely analogous to the virtual circuit (VC) in the ATM world. Indeed, early adopters of interworking LSP technologies called them VCs, and remnants of this terminology remain (e.g. the VCCV mechanism that has suggested for interworking LSP connectivity verification). In the ATM world the VC has been long accepted as a layer network (see ITU-T recommendation I.326), and possesses its own OAM flow, known as F5 OAM (see ITU-T recommendation I.610).

Study of maintenance of interworking LSPs is required in order to ensure that this new layer does not suffer from lack of functionality that could hamper deployment. Y.1712 defines network interworking maintenance entities for the case of ATM transported over MPLS networks. Similar definitions are required for network interworking maintenance entities for the case of TDM transported over MPLS networks.

Summary

The two concerns that have been raised regarding TDM-MPLS OAM interworking have been addressed.

1. The claim that the only correct way of transporting TDM over MPLS is as a bit stream has been shown to be unfounded. Both SONET/SDH and ATM implement structure-aware modes as basic capabilities.

2. The claim that we should not develop OAM for interworking LSPs has been cast into doubt. Interworking LSPs are already full blown layer networks, and are similar to the VC layer network already defined in ATM. Hence OAM mechanisms will be required for their proper functioning. To date only the ATM-MPLS case has been considered.

In companion contributions we suggest mechanisms for defect handling and performance measurement for TDM interworking LSPs.























































