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Abstract

Y.1413 defines network interworking of low-rate TDM (T1,E1,T3,E3) over MPLS networks. At the last meeting it was decided to open a new work item in Q3 to study OAM aspects of TDM-MPLS interworking (which we dub Y.17tdm). In this contribution we review the per-packet maintenance mechanisms defined in Y.1413 for defect detection and localization. In a companion contribution we make specific proposals for a performance monitoring OAM flow.
Discussion

Native TDM networks signify network faults by carrying indications of forward defects (AIS) and reverse defects (RDI) in the TDM bit stream.  Structure-agnostic TDM transport transparently transports all such indications; however, structure-aware mechanisms that remove TDM structure overhead upon entering the MPLS network will require explicit signaling of TDM defect conditions.  

Y.1413 clause 7.3 states Client server interactions between TDM and MPLS OAM are for

further study. The feasibility and advisability of direct interworking of TDM defect indications with native MPLS OAM mechanisms, as well as translation of MPLS OAM defect states to the appropriate TDM ones, is an open issue.

In Y.1413 TDM and MPLS network defects are indicated by setting flags in the common interworking indicators.  This insertion of defect reporting into the packet rather than in a separate stream mimics the behavior of native TDM OAM mechanisms that carry such indications as bit patterns embedded in the TDM stream.  The flags are designed to address the urgent messaging, i.e. messages whose contents must not be significantly delayed with respect to the TDM data that they potentially impact.

Y.1413 states:

The L, R and M fields provide a means of transparent transfer of TDM defect indications between IWFs. Their use should be in accordance with principles of the appropriate G series of recommendations with regards to OAM.

The present contribution endeavors to explain this use.

To understand the operation of Y.1413 defect handling, let us consider the downstream TDM flow from TDM end system 1 through TDM network 1, through the MPLS network, through TDM network 2, towards TDM end system 2, as depicted in the figure.  We wish not only to detect defects in TDM network 1, the MPLS network, or TDM network 2, but to localize the defect in order to raise alarms only in the appropriate network.


If there is a defect (e.g. loss of signal or loss of synchronization) anywhere in TDM network 1 before the last link, the G series recommendations require the following TDM node to generate AIS downstream (towards IWF 1) and RDI upstream (towards TDM end system 1).  If the failure is in the link, the IWF itself will detect the loss of signal, and must generate RDI upstream.  In either case, IWF 1 having directly detected   lack of validity of the TDM signal, or having been informed of an earlier problem, raises the local ("L") defect flag in the common interworking indicators of the packets it sends across the MPLS network.

When the "L" bit is set there are four possibilities for treatment of payload content.  The default is for IWF 1 to fill the payload with the appropriate amount of AIS (usually all-ones) data.  If the AIS has been generated before the IWF this can be accomplished by copying the received TDM data; if the penultimate TDM link fails and the IWF needs to generate the AIS itself.  Alternatively, structure-aware transport of channelized TDM may fill the payload with "trunk conditioning"; this involves placing a preconfigured "out of service" code in each individual channel (the "out of service" code may differ between voice and data channels).  Trunk conditioning must be used   when channels taken from several TDM interworking LSPs are combined by the egress IWF into a single TDM circuit. The third possibility is to conserve bandwidth by suppressing the payload altogether; since the bandwidth conservation will not be significant, this option is probably superfluous. Finally, if IWF 1 believes that the TDM defect is minor or correctable (e.g. loss of multiframe synchronization, or initial phases of detection of incorrect frame sync), it may place the TDM data it has received into the payload field, and specify in the defect modification field (“M”) that the TDM data is corrupted, but potentially recoverable.

When IWF 2 receives a local defect indication without “M”-field modification, it forwards (or generates if the payload has been suppressed) AIS or trunk conditioning towards TDM end system 2. Thus AIS has been properly delivered to end system 2 emulating the TDM scenario from the TDM end system point of view.  In addition, IWF 2 receiving the “L” indication uniquely specifies that the defect was in TDM network 1 and not in TDM network 2, thus suppressing alarms in the correctly functioning network.

If the M field indicates that the TDM has been marked as potentially recoverable, then implementation specific algorithms may optionally be utilized to minimize the impact of transient defects on the overall network performance.  If the "M" field indicates that the TDM is "idle", no alarms should be raised and IWF 2 treats the payload contents as regular TDM data.  If the payload has been suppressed, trunk conditioning and not AIS MUST be generated by IWF 2.

The next possibility is that of a unidirectional defect in the MPLS network. In such a case IWF 1 sends packets toward IWF 2, but these are not received.  Once again IWF 2 generates AIS towards end system 2, but it also sets the remote defect "R" flag on packets in the opposite direction.  When IWF 1 receives the "R" flag indication, it has been informed of a reverse defect, and as we shall see shortly this uniquely defines that the defect lies in the MPLS network.

The final case is a forward defect in TDM network 2.  Such defects cause AIS generation towards TDM end system 2, which responds by setting the TDM RDI in the reverse direction.  When IWF 2 observes this RDI inserted into valid TDM data, it may indicate this by setting the RDI value of the “M” field of valid packets sent back across the MPLS network towards IWF 1.  IWF 1, upon receiving this indication, may generate RDI towards end system 1, thus emulating the conventional TDM network.  The distinction between defects in the MPLS network and TDM network 2 is maintained by differentiation between "R" and "M" indications, thus satisfying the requirement of clause 7.3 The ability to distinguish between faults in the MPLS network and those in the remote TDM network shall be provided.
When do and when do we not want RDI to be generated in the TDM network? If the two TDM end networks belong to the same operator we probably will want RDI to be passed across the MPLS network. When two different operators are involved, there is no reason to propagate an alarm to the operator whose network is not at fault.

In all cases, if any of the above defects persist for a preconfigured period (default value of 2.5 seconds) a service failure is declared.

Since TDM interworking LSPs are inherently bidirectional, a persistent defect in either directional results in a bidirectional service failure.  In addition, if signaling is sent over a distinct interworking LSP per Y.1413 Appendix II, both interworking LSPs are considered to have failed when persistent defects are detected in either.

When failure is declared the interworking LSP shall be withdrawn, and both IWFs commence sending AIS (and not trunk conditioning) to their respective TDM networks.  The IWFs then engage in connectivity testing using a separate OAM flow (to be described in a companion contribution) until connectivity is restored.

The above description demonstrates that G series defect-handling behavior, including forward and reverse defect indications, and raising of alarms in networks with failures and alarm suppression in those without, is attained by the use of L, R and M fields in the common interworking indicators.

Proposal

We propose that the above discussion form the basis of the defect handling clauses of Y.17tdm.
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